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We have developed a convolutional neural network (CNN) to predict tornadoes at lead times up to one hour
in a storm-centered framework. We trained the CNN with data similar to those used in operations ‒namely,
a radar image of the storm and a sounding of the near-storm environment. However, CNNs and other ML
methods are often distrusted by users, who view them as opaque “black boxes”whose decisions cannot be
explained. To address this problem, the field of interpretable ML has emerged, providing methods for under-
standing what anMLmodel has learned. However, interpretationmethods can bemisleading, often producing
artifacts (”noise”) rather than illuminating the true physical relationships in the data. To address both of these
problems (opaque models and noisy interpretation results), we have applied several interpretation methods
to the CNN for tornado prediction, each augmented with either a statistical-significance test or physical con-
straints.

Specifically, we use four interpretation methods: the permutation importance test, saliency maps, class-
activation maps, and backward optimization. For the permutation test, we use four different versions of
the test and apply significance-testing to each, which allows us to identify where the ranking of predictor
importance is robust. For saliency and class-activation maps, we use the “sanity checks” proposed by Ade-
bayo et al. (2018; http://papers.nips.cc/paper/8160-sanity-checks-for-saliency-maps), augmented with formal
significance tests. These tests ensure that interpretation results cannot be reproduced by a trivial method like
an untrained edge-detection filter. For backward optimization, which produces synthetic storms that mini-
mize or maximize tornado probability (prototypical non-tornadic and tornadic storms, respectively), we use
physical constraints that force the synthetic storms to be more realistic.

To our knowledge, this work is one of the few applications of ML interpretation, and the only one with
significance-tested or physically constrained ML interpretation, in the geosciences. As ML becomes more in-
tegrated into geoscience research and everyday applications, such work will be crucial in buildingML systems
that are trusted and understood by humans.
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