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PPNN (1) 0.95 0.87

PPNN (5) 0.93 0.87

w/o Self-Attention (1) 0.95 0.70
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Parametric approach
(Rasp & Lerch, 2018)

Self-attention can extract additional information from ensemble data
+ helps to calibrate the ensemble
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But spurious correlations caused by global self-attention!
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But repetitive heads!
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Take a look into the paper (a longer one is in preparation):

and/or take a look into the official code:
https://github.com/tobifinn/ensemble_transformer
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and/or write me an e-mail:
tobias.finn@enpc.fr

and/or follow me on twitter:
@tobias_finn


