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Figure2.Simulatedvisiblesatelliteimagesinthe9kmsimulationwith(topright)parametrizedand(topright)
explicitlysimulateddeepconvectionand(bottomleft)inthe1.4kmsimulationwithexplicitlysimulateddeep
convection.TheverifyingvisibleMeteosatSecondGenerationsatelliteimageisalsoshown(bottomright),atthesame
verifyingtime.Simulationsarebasedon3-hourlyaccumulatedshortwaveradiationfluxesleadingtoalackof
sharpness(intheimageonly)comparedtotheinstantaneoussatelliteimage.

4.1.RealismoftheLarge-ScaleCirculation
Figure3showsthetime-meanzonal-meanzonalwindforthethreesimulationsandERA5.Despiteno
changesmadetotheIFStoadaptittokmscales(apartfromtheorographicandlandsurfacefieldsand
switchingoffdeepconvectionandGWdragparametrizations),the1.4kmsimulationlooksasgoodwhen
comparedtoERA5asthe9kmparametrizedsimulation,whichiswellcalibratedandtested(cf.Figures3a
and3cto3d).Therearesmallhintsofimprovementinthe1.4kmsimulationinthestrengthoftheNorth-
ernHemispheretroposphericeddy-drivenjet,whichistoobroadandlocatedtoofarpolewardcompared
toERA5inthe9kmparametrizedsimulation.Thepolewardtiltofthepolarnightstratosphericjetalso
appearstobebettercapturedinthe1.4kmsimulationthaninthetwo9kmsimulations.Therearealsosmall
hintsofdegradationat1.4km:theNorthernHemispheresubtropicaljetistoostrong,andtherearelarger
biasesinthetropicalwindsinthestratospherethaninthe9kmparametrizedsimulation(cf.Figures3e
to3f).However,similarhintsofdegradationarealsofoundinthe9kmexplicitsimulation(cf.Figure3bto
Figure3d).Thestrongersubtropicaljetsarealsoobservedinnonhydrostaticaquaplanetsimulationswith
theICONmodelwhenthedeepconvectionparametrization—whichissimilartotheoneusedinIFS—is
switchedoff(Retschetal.,2019).

Thedistributionofhumidityinthetropicaltroposphereiscloselytiedtodeepconvection.Toassessthe
impactofexplicitlyresolvingdeepconvection,time-meanzonal-meanspecifichumiditybiasagainstERA5
forthethreesimulationstogetherwiththedifferencebetweenthe1.4and9kmparametrizedsimulationsare
showninFigure4.Tocomplementthespecifichumidityevaluation,theimpactonthezonal-meantemper-
atureisshowninFigure5andonthezonal-meanrelativehumidityinFigureS2.Whenthedeepconvection
parametrizationisswitchedoffat9km,thetropicaltroposphereisdrierthanwhenthedeepconvection
parametrizationison,exacerbatingthedrytropicaltropospherebiasagainstERA5(cf.Figures4ato4b).
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Background: Gravity waves 
• GWs exist in any medium where density decreases with height. Restoring force gravity.

• Atmospheric GWs can be generated via different mechanisms, such as flow over orography, 
deep convective plumes and jets/fronts.

• Background wind and temperature determine
generation, propagation and dissipation.

• In the stratosphere, horizontal wavelengths 
10 km <𝜆ℎ< 3000 km à Resolution of most 
global models too coarse to represent the
whole GW spectrum explicitly (also true for obs!)
à Parametrizations of GWs needed.

the bias was most dominant. Moreover, global increases in
surface friction drag can have deleterious effects elsewhere:
e.g., excessively weak southern hemispheric circumpolar
flow (Boer and Lazare, 1988). (For a discussion on various
drag processes that arise at the surface, see Appendix Aa.)

If the atmosphere were in radiative equilibrium, there
would exist a polar night jet in the middle atmosphere that is
much stronger and extends higher than is observed (see
Fig. 1; see also Fig. 6 of Hamilton, 1996). On the other hand,
“Rayleigh friction” (e.g., Boville, 1986) and “Newtonian
cooling” (Dickinson, 1973), which exponentially damp winds
and temperatures, respectively, to some reference state as a
function of time and are often used to suppress spurious
reflection of waves from model tops, were found to be quite
effective in reducing the magnitude of the polar night jet in
models (Leovy, 1964; Schoeberl and Strobel, 1978; Holton
and Wehrbein, 1980). The success here is qualified: an impor-
tant drawback of Rayleigh damping is that it always drags the
winds back toward zero (or climatology), whereas observed
winds go to zero then generally change direction (see Fig. 1).
Moreover, this kind of ad-hoc damping usually requires a
thick vertical model domain and may produce excessive
damping accompanied by unrealistic changes and reductions
in atmospheric variability (e.g., Shepherd et al., 1996;
Lawrence, 1997a; Kim et al., 1998). Nonetheless, the ability
of such ad-hoc damping over a thick stratospheric domain to
alleviate the problem of excessively strong stratospheric jets
suggested that some kind of drag mechanism was missing
from the models. 

Later studies eventually concluded that the wind bias was
mainly due to the lack of an explicit simulation of “drag” gen-
erated by breaking subgrid-scale gravity waves (Houghton,
1978; Lindzen, 1981; Matsuno, 1982; Holton, 1982, 1983;

details are discussed in Section 3). Earlier lower top models
enjoyed apparently successful simulation of the jet because
the resolution was coarse enough for the underestimated
meridional eddy momentum transport by planetary waves to
balance approximately the underestimated vertical momen-
tum transport, as illustrated in Fig. 2. When the horizontal res-
olution of these models increased, the meridional momentum
transport was more accurately resolved and thus increased,
and it could no longer be balanced by the still underestimated
vertical momentum transport. Without a parametrization of
subgrid-scale GWD, the mid-latitude westerly (easterly)
winds in winter (summer) became excessively strong due to
unresolved momentum transport to the ground that should
balance the resolved meridional momentum transport (see
Section 7 of Palmer et al., 1986 and Section 5 of Boer and
Lazare, 1988). 

b Enhanced Orography with Effects Resembling Gravity
Wave Drag
Although there were several pioneering theoretical and ana-
lytical studies on the treatment and effects of GWD on the
large-scale background flow (e.g., Sawyer, 1959; Lindzen,
1981; Holton, 1982), the first practical attention to this sub-
ject came with the introduction of “envelope orography”
(e.g., Wallace et al., 1983). Envelope orography is a type of
grid-scale orography in which mountain heights are elevated
proportionally to the standard deviation of the subgrid-scale
orographic elevations within each grid box. Another similar
type of orography is “silhouette orography” in which model
orography is given by the average of the mountain peaks
within each grid box (Mesinger and Janjic, 1986): Mesinger
and Collins (1986) and Lott and Miller (1997b) review vari-
ous model representations of grid-scale orography. By using
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Fig. 1 Typical mid-latitude zonal winds�U(z) during northern (a) winter and (b) summer. Black curve shows observed winds, grey curve shows model “radia-
tive” winds that result without a wave drag parametrization. Sources of gravity waves with various phase speeds c are also depicted, with the source
and wave breaking symbols similar to those defined in Fig. 10. On these plots, waves ascend vertically upwards since c remains constant, until they
break or reach a critical level c =�U(zC). (Based on a presentation first used by Lindzen, 1981)

Kim et al. 2003



Background: Importance of GWs

GWs:
[1] Are important drivers of the westerly 
and the easterly phases of the QBO.

[2] Contribute to the deceleration of the 
polar night jet (especially in the spring 
season) and to polar-cap downwelling.

[3] Contribute to the deceleration of the 
sub-tropical jets. 

à GWs affect stratospheric circulation & 
variability, which can impact surface 
weather.

à Important to represent accurately in 
NWP models.

8 POLICHTCHOUK ET AL.

to easterlies aloft. In the upper stratosphere (Fig. 5b,d) the westerlies are located further North (South) in Nov (Aug). As

a result, only mountain waves generated in the high extra-tropics are able to propagate into the upper stratosphere

and decelerate the flow there, where they encounter critical layers or saturate. Note that, while themagnitude of the

westerly GWF over orographic regions is much larger than that over the non-orographic regions in the extra-tropical

stratosphere, there are large areas of westerly GWF downstream of the largemountains and in the storm track regions.

Since these non-orographic regions occupy a large geographical extent, especially in the SH, they significantly contribute

to the zonal-mean GWF in Figs. 2-3, and, thus to the zonal-mean circulation. Locally, however, the GWF over steep

orography is more than 20 times larger than over the non-orographic regions, and, therefore orographic GWs have a

larger impact on the local momentum budget than the non-orographic ones.

Figures 6-7a-d show the difference in the geographical distribution of smaller-scale GWF between 9 km and

1 km resolutions for Nov and Aug, respectively. Both, the lower (p=80 hPa, left) and the upper (p=10 hPa, right)

stratosphere is shown. In the figures, the increase in GWFwith an increase in the horizontal resolution occurs over both

orographic and non-orographic regions, implying that parametrizations of both orographic and non-orographic GWF

are important at O(10 km) horizontal resolution. The geographical distribution of parametrizedOGWF andNOGWF

for the 9 km simulations is therefore shown in Figs.6-7e-h. Fig. 6 shows that in Nov, during the Antarctic final warming,

the parametrized NOGWF in the upper stratosphere is much stronger than the resolved small-scale GWF at 1 km over

the SH ocean (cf. Fig. 6b to h). This results in the total GWF in the Antarctic being 1.5 times larger at 9 km than at 1 km.

On the other hand, the parametrized OGWF is much weaker than the resolved small-scale GWF at 1 km (cf. Figs. 6-7a-b

to Figs. 6-7e-f). This further suggests that a redistribution of the parametrized GWF is required in the IFS.

To summarize the above findings and to quantify howmuch the orographic vs. non-orographic regions contribute

to the zonal-mean GWF, Fig. 4 shows area averaged GWF separated into orographic and non-orographic contributions.

This is done following van Niekerk and Vosper (2021) by attributing resolved GWF over land points to orographic

regions (setting GWF to zero elsewhere) and over sea points to non-orographic regions. We acknowledge that the GWF

over, e.g. non-orographic regions can be due to orographically generatedGWs propagating laterally and over orographic

regions due to non-orographically generated GWs by e.g., convection or jets and fronts. Tominimize the possibility of

convectively generated GWs over the AsianMonsoon and the Gulf ofMexico being counted as orographic, only areas

poleward of 20N/S are considered. It is clear from Fig. 4 that the orographic regions in the NH stratosphere dominate

the total resolved GWF, contributing over 70%. In the SH extra-tropics, despite there being significantly less land than

in theNH, the non-orographic regions contribute a comparable or larger role to the total GWF. This implies that the

parametrization of OGWF andNOGWF require equal attention for the SH zonal-mean circulation. These findings also

apply to the zonal GWmomentum flux in the lower stratosphere (see Fig. S5 in the supplementary information).

5 | MOMENTUM BUDGET DURING ANTARCTIC FINAL WARMING

Antarctic final warming has been previously identified as an event whenGWFmakes a significant contribution to the

zonal-mean zonal momentum budget (Gupta et al., 2021). Moreover, a composite centered on the SH polar vortex

breakdown event of polar-cap averaged zonal-wind analysis increments in ERA5 suggests that the IFS experiences a

too-weak polar vortex bias at 10 hPa at this time of year — as shown in Figure 8— indicative of a too strong GWF. Given

this, we now examine the transformed Eulerian-mean (TEM) zonal momentum budget (Andrews et al., 1987) leading up

to the Antarctic final warming in Nov 2018:

ut = v ⇤[f � (a cos�)�1(u cos�)� ] �w ⇤uz + (⇢a cos�)�1+ · F +GWF + X , (2)

d Wave Dissipation and Gravity Wave Drag
1 MOMENTUM FLUX / E-P FLUX DIVERGENCE
Steady 2D gravity waves conserve their vertical flux of hori-
zontal wave momentum flux density in the absence of dissi-
pation. For gravity waves propagating east-west, this is given
by ρ�u��́w��ʹ where uʹ and wʹ are, respectively, the zonal and ver-
tical velocity perturbations of the wave. Eliassen and Palm
(1961) first derived this for orographic gravity waves, a result
that has since been expanded into a generalized Eliassen-
Palm (E-P) theorem for atmospheric waves of various types
(e.g., Andrews et al., 1987). In general an E-P-flux vector
governs wave activity, with ρ�u��́w��ʹ being associated with its
vertical component, the most relevant component for gravity
waves. Drag on the mean flow caused by wave dissipation is
referred to as GWD and is given by the divergence of the
wave’s E-P flux. For irrotational gravity waves, this is given 

by                       , which is zero prior to saturation since ρ�u��́w��ʹ

is constant. Parametrizations compute GWD by evaluating
the vertical gradients of momentum flux that are produced by
saturated waves: “saturation” is discussed further in the fol-
lowing sub-subsection.

Thus gravity wave momentum flux must be specified accu-
rately at its source. For mountain waves, this is achieved (as
discussed in Section a of this Appendix) by calculating the
surface pressure drag across the subgrid-scale mountains and
apportioning it to a total vertical flux of horizontal momen-
tum of radiated waves. The momentum flux generally takes
the form κρ0N0|�U0|hʹ2, where the subscript “0” denotes the
surface or near-surface level, κ is a dimensionless coefficient
that varies with definitions, topographic shape and so on (e.g.,
Baines, 1995) and hʹ is an elevation proportional to the stan-
dard deviation of subgrid-scale orographic height. A variety
of similar-looking expressions, which vary in details (e.g., the
treatment of low-level blocking and wave-breaking) have
been derived in parametrizations for various large-scale mod-
els: Kim and Arakawa (1995) show a table summarizing most
of the earlier schemes. 

2 SATURATION
While various atmospheric processes can damp waves,
parametrizations focus mostly on dissipation due to wave-
induced instabilities that develop when wave amplitudes
become sufficiently large. This is a complex non-linear
process that is not fully understood (see, the review by Fritts
and Werne, 2000), but is characterized macroscopically by
limiting “saturation” amplitudes for the waves, beyond which
instabilities develop and gravity-wave dissipation and drag
occur (Fritts, 1984, 1989; Fritts and Alexander, 2003). 

GWD parametrizations utilize these ideas: many schemes
classify waves into a “saturated” regime, where dissipation
processes limit the wave amplitudes and produce drag, and an
“unsaturated” regime within which waves do not dissipate.
The wide variety of parametrizations that have emerged also
reflect many of the current uncertainties in gravity wave sat-

uration theories, which continue to be debated. In single-wave
parametrizations, saturation is usually associated with “wave
breaking” (e.g., Lindzen, 1981; Palmer et al., 1986;
McFarlane, 1987), a process somewhat analogous to surface
ocean waves breaking on a shore. Rather than breaking down
totally, however, it is assumed that waves “saturate” by dissi-
pating only enough wave energy into turbulent layers to
return the wave to marginal stability (Fritts, 1984, 1989;
Dunkerton, 1989; Palmer et al., 1986; McFarlane, 1987). 

For spectral parametrizations, saturation is also a key con-
cept. However, its connotation varies due to a wide variety of
proposed physical mechanisms underlying dissipation of and
interactions among a spectrum of waves (see Section 4c).
These differences lead to quite different algorithms for
parametrizing GWD. For example, in some schemes the onset
of wave-induced instabilities marks total dissipation and
removal of certain waves (e.g., Hines, 1997a; Alexander and
Dunkerton, 1999). In others, waves dissipate their amplitudes
much more gradually with altitude (Weinstock, 1990;
Medvedev and Klaassen, 2000; Warner and McIntyre, 2001).

3 RELATIONSHIP TO INTRINSIC PHASE SPEED
Quantitatively, the wave’s intrinsic phase speed ĉ (given in
2D by ĉ = c –�U(z); see Section c of this Appendix) is an
important quantity in specifying saturation amplitudes and
GWD in parametrizations. “Convective” saturation sets in
when waves attain an amplitude that causes potential temper-
ature surfaces to “overturn”: ∂/∂z(�θ + θʹ) < 0, where�θ is the
mean potential temperature and θʹ is the gravity-wave poten-
tial temperature perturbation. For a 2D hydrostatic irrotation-
al gravity wave, this occurs when the peak horizontal velocity
amplitude of the wave, uṔEAK, exceeds |ĉ|, and so the satura-
tion amplitude equals the intrinsic phase speed: (uṔEAK)SAT =
|ĉ| (Fritts, 1984). In more complex saturation schemes, wave
saturation amplitudes are often directly proportional to |ĉ| also
(e.g., Medvedev and Klaassen, 2000). Thus, saturation
becomes more likely in regions where |ĉ| is small, since waves
saturate at smaller wave amplitudes and so become unstable
more easily. The strength of the ensuing GWD is also sensi-
tively dependent on ĉ: for example, in some schemes the
GWD is proportional to |ĉ|3 (Lindzen, 1981; Medvedev and
Klaassen, 1995; McLandress, 1998; Alexander and
Dunkerton, 1999). For single-wave saturation, this arises
because (uṔEAK)SAT = |ĉ| implies (wṔEAK)SAT = ± k |ĉ|2/N from
basic polarization relations for gravity waves (see, Eq. (36) of
Fritts and Alexander, 2003), and thus�(�u��́w�ʹ )SAT ∝ |ĉ3|
(Lindzen, 1981).

The sign of ĉ is also important. In essence, wave saturation
tends to “drag” the wind towards the ground-based phase
speed c of the dissipating wave (Lindzen, 1981), so that if ĉ <
0 [c <�U(z)] the GWD is negative (westward) whereas if ĉ >
0 [c >�U(z)] the GWD is directed eastward. This explains the
origin of the term “gravity wave drag”: the first GWD param-
etrizations were for stationary orographic waves (c = 0), dis-
sipation of which always drags the flow towards this zero
phase speed and thus always decelerates winds.
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Gravity waves in models 
Overarching questions:

• At what horizontal resolutions do we expect to resolve the whole of GW spectrum?
• Do we need to continue to parametrize GW forcing at 3-5 km grid-spacings?

Tool: Nov-Feb 2018/2019 global (hydrostatic!?) simulations with ECMWF IFS at 1 km horizontal 
grid-spacing (TCo7999). Resolves most GW spectrum.  

[m/s/day]

[mPa]
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rate. The model is integrated for 40 days. To prevent
wave reflection from the model top, a sponge layer above
0.5 hPa is applied in a form of a linear damping at a rate
!−1 = "max{0, [(0.5 − p)∕0.5]2}, where p is pressure and
" =4day−1. The damping is not applied on the mean flow.

Results at T170L80 resolution are mostly discussed.
This resolution is equivalent to horizontal grid spacing of
0.7◦ and the vertical grid spacing of approximately 800 m.
The convergence of results to both the horizontal and
vertical resolutions will be investigated in section 3.1, by
performing simulations also at T85 and T341 horizon-
tal resolution (or 1.4◦ and 0.35◦, respectively) and L40
and L160 vertical resolution (or 1,600 and 400 m, respec-
tively). Enstrophy at small scales is removed by applying
a scale-selective hyperdiffusion ∇8, with a hyperdiffu-
sion coefficient chosen such that the highest resolved
wavenumber is dissipated at a time-scale of 1.5 hr at all
horizontal resolutions.

2.2 Gravity wave diagnostics

The gravity waves found in our simulations are
low-frequency IGWs. The dispersion relation for hydro-
static IGWs under the approximation m ≫ kh is (e.g.,
Holton, 1992; Fritts and Alexander, 2003):

%̂2 = N2 k2
h

m2 + f 2, (4)

where %̂ = % − k ⋅ u is the intrinsic frequency, u is the hor-
izontal background wind, k is the horizontal wavenum-
ber vector (k, l), and m is the vertical wavenumber; kh =√

k2 + l2; f = 2Ω sin& is the Coriolis parameter; and, N
is the Brunt–Väisälä frequency. The ground-based group
velocity cg of an IGW packet is:

cg = u + N2

%̂ m2

(
k, l,−

k2
h

m

)
. (5)

The convention is that for westward (k < 0) and
upward (m < 0) group velocity, the intrinsic phase propa-
gation is westward and downward.

In what follows, gravity wave packets are diagnosed
from the divergence field, filtered by removing plane-
tary and synoptic scales, necessary since the balanced
flow itself contains a substantial divergent component. To
achieve this, it was found to be sufficient to simply remove
all zonal wavenumbers 1–8 (i.e., horizontal scales larger
than approximately 3,500 km at midlatitudes). It should
be noted that more reliable balance–imbalance decom-
position methods exist (e.g., Viúdez and Dritschel, 2006;
Kafiabad and Bartello, 2016; Eden et al., 2019), but are

unnecessary for the relatively simple flows considered in
this study.

The vertical flux of horizontal momentum of a gravity
wave is calculated as follows:

(Fpx,Fpy) = ' (u′w′, v′w′), (6)

where ' is the background density, and u, v,w are the
zonal, meridional and vertical wind, respectively. The
overbar denotes a time and zonal mean, and primes are
obtained by removing all zonal wavenumbers 1–8. The
total vertical flux of horizontal momentum due to gravity
waves is then:

Fph =
√

F2
px + F2

py. (7)

3 RESULTS

Spontaneous IGW emission from the deforming idealized
polar vortex is now discussed beginning with the initial
condition (1). At t = 0, the topographic wave forcing begins
to increase, generating zonal wavenumber-2 Rossby waves
with broad meridional scale. These propagate upward and
equatorward on the curvature of the background flow 1,
and encounter an absorbing critical layer region near 30◦N
(i.e., in the region of diminishing westerlies), deforming
the flow streamlines into the typical “cat's-eye” pattern.
The location of the critical layer region here is consis-
tent with that in the real stratosphere (e.g., Hitchman and
Huesmann, 2009).

Figure 2 shows latitude–longitude cross-sections of
streamlines with filtered divergence field (shading) at dif-
ferent altitudes and times in the evolution. As the flow
deformations increase, two monochromatic gravity wave
packets are emitted at 30◦N, at t = 26 days (at which time
the amplitude of the topographic forcing at 60◦N has
reached 260 m). The emission begins most strongly at
z = 20 km, approximately one scale height up from the bot-
tom boundary. Since the only explicit wave source in the
system is the zonal wavenumber-2 topography, and since
there is no obvious shear instability of the balanced flow,
the gravity waves appear to be spontaneously emitted from
the balanced flow in the anticyclone, in the jet exit region.
The stronger emission in the anticyclones compared to
the cyclones is consistent with previous analytical studies
(Vanneste and Yavneh, 2004; Olafsdóttir et al., 2008).

The IGW packets in Figure 2 in the jet exit region
resemble those present in the jet exit region in tropospheric

1Refractive index (Matsuno, 1970) can be used to assess the meridional
and vertical location of Rossby wave propagation, although the
assumptions of scale separation and small-amplitude disturbances are
often not appropriate in the winter stratosphere (e.g., Scott, 2019).

d Wave Dissipation and Gravity Wave Drag
1 MOMENTUM FLUX / E-P FLUX DIVERGENCE
Steady 2D gravity waves conserve their vertical flux of hori-
zontal wave momentum flux density in the absence of dissi-
pation. For gravity waves propagating east-west, this is given
by ρ�u��́w��ʹ where uʹ and wʹ are, respectively, the zonal and ver-
tical velocity perturbations of the wave. Eliassen and Palm
(1961) first derived this for orographic gravity waves, a result
that has since been expanded into a generalized Eliassen-
Palm (E-P) theorem for atmospheric waves of various types
(e.g., Andrews et al., 1987). In general an E-P-flux vector
governs wave activity, with ρ�u��́w��ʹ being associated with its
vertical component, the most relevant component for gravity
waves. Drag on the mean flow caused by wave dissipation is
referred to as GWD and is given by the divergence of the
wave’s E-P flux. For irrotational gravity waves, this is given 

by                       , which is zero prior to saturation since ρ�u��́w��ʹ

is constant. Parametrizations compute GWD by evaluating
the vertical gradients of momentum flux that are produced by
saturated waves: “saturation” is discussed further in the fol-
lowing sub-subsection.

Thus gravity wave momentum flux must be specified accu-
rately at its source. For mountain waves, this is achieved (as
discussed in Section a of this Appendix) by calculating the
surface pressure drag across the subgrid-scale mountains and
apportioning it to a total vertical flux of horizontal momen-
tum of radiated waves. The momentum flux generally takes
the form κρ0N0|�U0|hʹ2, where the subscript “0” denotes the
surface or near-surface level, κ is a dimensionless coefficient
that varies with definitions, topographic shape and so on (e.g.,
Baines, 1995) and hʹ is an elevation proportional to the stan-
dard deviation of subgrid-scale orographic height. A variety
of similar-looking expressions, which vary in details (e.g., the
treatment of low-level blocking and wave-breaking) have
been derived in parametrizations for various large-scale mod-
els: Kim and Arakawa (1995) show a table summarizing most
of the earlier schemes. 

2 SATURATION
While various atmospheric processes can damp waves,
parametrizations focus mostly on dissipation due to wave-
induced instabilities that develop when wave amplitudes
become sufficiently large. This is a complex non-linear
process that is not fully understood (see, the review by Fritts
and Werne, 2000), but is characterized macroscopically by
limiting “saturation” amplitudes for the waves, beyond which
instabilities develop and gravity-wave dissipation and drag
occur (Fritts, 1984, 1989; Fritts and Alexander, 2003). 

GWD parametrizations utilize these ideas: many schemes
classify waves into a “saturated” regime, where dissipation
processes limit the wave amplitudes and produce drag, and an
“unsaturated” regime within which waves do not dissipate.
The wide variety of parametrizations that have emerged also
reflect many of the current uncertainties in gravity wave sat-

uration theories, which continue to be debated. In single-wave
parametrizations, saturation is usually associated with “wave
breaking” (e.g., Lindzen, 1981; Palmer et al., 1986;
McFarlane, 1987), a process somewhat analogous to surface
ocean waves breaking on a shore. Rather than breaking down
totally, however, it is assumed that waves “saturate” by dissi-
pating only enough wave energy into turbulent layers to
return the wave to marginal stability (Fritts, 1984, 1989;
Dunkerton, 1989; Palmer et al., 1986; McFarlane, 1987). 

For spectral parametrizations, saturation is also a key con-
cept. However, its connotation varies due to a wide variety of
proposed physical mechanisms underlying dissipation of and
interactions among a spectrum of waves (see Section 4c).
These differences lead to quite different algorithms for
parametrizing GWD. For example, in some schemes the onset
of wave-induced instabilities marks total dissipation and
removal of certain waves (e.g., Hines, 1997a; Alexander and
Dunkerton, 1999). In others, waves dissipate their amplitudes
much more gradually with altitude (Weinstock, 1990;
Medvedev and Klaassen, 2000; Warner and McIntyre, 2001).

3 RELATIONSHIP TO INTRINSIC PHASE SPEED
Quantitatively, the wave’s intrinsic phase speed ĉ (given in
2D by ĉ = c –�U(z); see Section c of this Appendix) is an
important quantity in specifying saturation amplitudes and
GWD in parametrizations. “Convective” saturation sets in
when waves attain an amplitude that causes potential temper-
ature surfaces to “overturn”: ∂/∂z(�θ + θʹ) < 0, where�θ is the
mean potential temperature and θʹ is the gravity-wave poten-
tial temperature perturbation. For a 2D hydrostatic irrotation-
al gravity wave, this occurs when the peak horizontal velocity
amplitude of the wave, uṔEAK, exceeds |ĉ|, and so the satura-
tion amplitude equals the intrinsic phase speed: (uṔEAK)SAT =
|ĉ| (Fritts, 1984). In more complex saturation schemes, wave
saturation amplitudes are often directly proportional to |ĉ| also
(e.g., Medvedev and Klaassen, 2000). Thus, saturation
becomes more likely in regions where |ĉ| is small, since waves
saturate at smaller wave amplitudes and so become unstable
more easily. The strength of the ensuing GWD is also sensi-
tively dependent on ĉ: for example, in some schemes the
GWD is proportional to |ĉ|3 (Lindzen, 1981; Medvedev and
Klaassen, 1995; McLandress, 1998; Alexander and
Dunkerton, 1999). For single-wave saturation, this arises
because (uṔEAK)SAT = |ĉ| implies (wṔEAK)SAT = ± k |ĉ|2/N from
basic polarization relations for gravity waves (see, Eq. (36) of
Fritts and Alexander, 2003), and thus�(�u��́w�ʹ )SAT ∝ |ĉ3|
(Lindzen, 1981).

The sign of ĉ is also important. In essence, wave saturation
tends to “drag” the wind towards the ground-based phase
speed c of the dissipating wave (Lindzen, 1981), so that if ĉ <
0 [c <�U(z)] the GWD is negative (westward) whereas if ĉ >
0 [c >�U(z)] the GWD is directed eastward. This explains the
origin of the term “gravity wave drag”: the first GWD param-
etrizations were for stationary orographic waves (c = 0), dis-
sipation of which always drags the flow towards this zero
phase speed and thus always decelerates winds.
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• Compare IFS simulations at 1km, 4km (TCo2559) and 9km (TCo1279) horizontal grid-spacing 
for Nov 2018 to assess how GW forcing changes from O(10 km) to O(1 km) grid-spacing. 

• Examine zonal GWF for the first 15 days, from 3-hrly fields. Primes T>21.
GWF = g "

"#
(𝜌𝑢$𝑤′)

and assess contribution to GWF of large-scale waves with 100<𝜆ℎ<2000 km vs. smaller-scale 
waves with 𝜆ℎ<100 km. 

• What changes from O(10 km) to O(1 km)?
1. Convection resolved explicitly.
2. Smaller scales in the resolved orography.
3. Less implicit and explicit model diffusion.

Method

The model
• Semi-implicit, semi-Lagrangian spectral 

dynamical core
• Model top 80 km,137 vertical levels. 
• Time steps: 60s (1km), 240s (4km), 750s 

(9km) 
• Parametrized orographic (Lott & Miller, 

1997) and non-orographic (Scinocca, 
2003) GWF: @9km and 4km

• Parametrized deep convection(Tiedke-
based): Only in one 9 km simulation.
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Part I: Convectively generated GWs in the tropical 
stratosphere

Q1: How does parametrized DC impact resolved GWs? 

Q2: How does horizontal resolution impact resolved GWs?

Polichtchouk, Wedi & Kim (QJRMS, 2021)
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F IGURE 1 Latitude-longitude distributions of vertical flux of zonal momentum due to gravity waves (shading,
[mPa]) at 50 hPa, averaged over day 5 to 15 from the start of the simulation from simulations for November 2018with
explicit representation of deep convection at (a) TCo7999 (or 1.25 km); (b) TCo2559 (or 3.9 km); and (c) TCo1279 (or
7.8 km) horizontal resolution; and from the simulation for November 2018with (d) parametrized representation of
deep convection at TCo1279 horizontal resolution. The simulation for August 2019 at TCo7999 horizontal resolution
with explicit representation of deep convection is shown in (e). Black contours show zonal wind (negative dashed, [m/s]),
with 8m/s contour interval. Convective gravity wavemomentum flux is larger in the tropical stratosphere with explicit
representation of deep convection thanwith the parametrized deep convection at a given horizontal resolution.
Convective gravity wavemomentum flux is of the samemagnitude at TCo7999, TCo2559 and TCo1279 horizontal
resolutions with explicit representation of deep convection. Note the non-linear contour interval.

Polichtchouk, Wedi & Kim (2021, QJRMS)
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rate. The model is integrated for 40 days. To prevent
wave reflection from the model top, a sponge layer above
0.5 hPa is applied in a form of a linear damping at a rate
!−1 = "max{0, [(0.5 − p)∕0.5]2}, where p is pressure and
" =4day−1. The damping is not applied on the mean flow.

Results at T170L80 resolution are mostly discussed.
This resolution is equivalent to horizontal grid spacing of
0.7◦ and the vertical grid spacing of approximately 800 m.
The convergence of results to both the horizontal and
vertical resolutions will be investigated in section 3.1, by
performing simulations also at T85 and T341 horizon-
tal resolution (or 1.4◦ and 0.35◦, respectively) and L40
and L160 vertical resolution (or 1,600 and 400 m, respec-
tively). Enstrophy at small scales is removed by applying
a scale-selective hyperdiffusion ∇8, with a hyperdiffu-
sion coefficient chosen such that the highest resolved
wavenumber is dissipated at a time-scale of 1.5 hr at all
horizontal resolutions.

2.2 Gravity wave diagnostics

The gravity waves found in our simulations are
low-frequency IGWs. The dispersion relation for hydro-
static IGWs under the approximation m ≫ kh is (e.g.,
Holton, 1992; Fritts and Alexander, 2003):

%̂2 = N2 k2
h

m2 + f 2, (4)

where %̂ = % − k ⋅ u is the intrinsic frequency, u is the hor-
izontal background wind, k is the horizontal wavenum-
ber vector (k, l), and m is the vertical wavenumber; kh =√

k2 + l2; f = 2Ω sin& is the Coriolis parameter; and, N
is the Brunt–Väisälä frequency. The ground-based group
velocity cg of an IGW packet is:

cg = u + N2

%̂ m2

(
k, l,−

k2
h

m

)
. (5)

The convention is that for westward (k < 0) and
upward (m < 0) group velocity, the intrinsic phase propa-
gation is westward and downward.

In what follows, gravity wave packets are diagnosed
from the divergence field, filtered by removing plane-
tary and synoptic scales, necessary since the balanced
flow itself contains a substantial divergent component. To
achieve this, it was found to be sufficient to simply remove
all zonal wavenumbers 1–8 (i.e., horizontal scales larger
than approximately 3,500 km at midlatitudes). It should
be noted that more reliable balance–imbalance decom-
position methods exist (e.g., Viúdez and Dritschel, 2006;
Kafiabad and Bartello, 2016; Eden et al., 2019), but are

unnecessary for the relatively simple flows considered in
this study.

The vertical flux of horizontal momentum of a gravity
wave is calculated as follows:

(Fpx,Fpy) = ' (u′w′, v′w′), (6)

where ' is the background density, and u, v,w are the
zonal, meridional and vertical wind, respectively. The
overbar denotes a time and zonal mean, and primes are
obtained by removing all zonal wavenumbers 1–8. The
total vertical flux of horizontal momentum due to gravity
waves is then:

Fph =
√

F2
px + F2

py. (7)

3 RESULTS

Spontaneous IGW emission from the deforming idealized
polar vortex is now discussed beginning with the initial
condition (1). At t = 0, the topographic wave forcing begins
to increase, generating zonal wavenumber-2 Rossby waves
with broad meridional scale. These propagate upward and
equatorward on the curvature of the background flow 1,
and encounter an absorbing critical layer region near 30◦N
(i.e., in the region of diminishing westerlies), deforming
the flow streamlines into the typical “cat's-eye” pattern.
The location of the critical layer region here is consis-
tent with that in the real stratosphere (e.g., Hitchman and
Huesmann, 2009).

Figure 2 shows latitude–longitude cross-sections of
streamlines with filtered divergence field (shading) at dif-
ferent altitudes and times in the evolution. As the flow
deformations increase, two monochromatic gravity wave
packets are emitted at 30◦N, at t = 26 days (at which time
the amplitude of the topographic forcing at 60◦N has
reached 260 m). The emission begins most strongly at
z = 20 km, approximately one scale height up from the bot-
tom boundary. Since the only explicit wave source in the
system is the zonal wavenumber-2 topography, and since
there is no obvious shear instability of the balanced flow,
the gravity waves appear to be spontaneously emitted from
the balanced flow in the anticyclone, in the jet exit region.
The stronger emission in the anticyclones compared to
the cyclones is consistent with previous analytical studies
(Vanneste and Yavneh, 2004; Olafsdóttir et al., 2008).

The IGW packets in Figure 2 in the jet exit region
resemble those present in the jet exit region in tropospheric

1Refractive index (Matsuno, 1970) can be used to assess the meridional
and vertical location of Rossby wave propagation, although the
assumptions of scale separation and small-amplitude disturbances are
often not appropriate in the winter stratosphere (e.g., Scott, 2019).

QBO wind
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F IGURE 1 Latitude-longitude distributions of vertical flux of zonal momentum due to gravity waves (i.e., waves with
horizontal wavelengths smaller than 1900 km; shading, [mPa]) at 50 hPa, averaged over day 5 to 15 from the start of the
simulation from simulations for November 2018with explicit representation of deep convection at (a) TCo7999 (or
1.25 km); (b) TCo2559 (or 3.9 km); and (c) TCo1279 (or 7.8 km) horizontal resolution; and from the simulation for
November 2018with (d) parametrized representation of deep convection at TCo1279 horizontal resolution. The
simulation for August 2019 at TCo7999 horizontal resolution with explicit representation of deep convection is shown
in (e). Gray contours show zonal wind (negative dashed, [m/s]), with 8m/s contour interval. Convective gravity wave
momentum flux is larger in the tropical stratosphere with explicit representation of deep convection thanwith the
parametrized deep convection at a given horizontal resolution. Convective gravity wavemomentum flux is of the same
magnitude at TCo7999, TCo2559 and TCo1279 horizontal resolutions with explicit representation of deep convection.
Note the non-linear contour interval.
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F IGURE 1 Latitude-longitude distributions of vertical flux of zonal momentum due to gravity waves (shading,
[mPa]) at 50 hPa, averaged over day 5 to 15 from the start of the simulation from simulations for November 2018with
explicit representation of deep convection at (a) TCo7999 (or 1.25 km); (b) TCo2559 (or 3.9 km); and (c) TCo1279 (or
7.8 km) horizontal resolution; and from the simulation for November 2018with (d) parametrized representation of
deep convection at TCo1279 horizontal resolution. The simulation for August 2019 at TCo7999 horizontal resolution
with explicit representation of deep convection is shown in (e). Black contours show zonal wind (negative dashed, [m/s]),
with 8m/s contour interval. Convective gravity wavemomentum flux is larger in the tropical stratosphere with explicit
representation of deep convection thanwith the parametrized deep convection at a given horizontal resolution.
Convective gravity wavemomentum flux is of the samemagnitude at TCo7999, TCo2559 and TCo1279 horizontal
resolutions with explicit representation of deep convection. Note the non-linear contour interval.

Observation 1: Parametrization of DC inhibits resolved convective GW generation. 
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rate. The model is integrated for 40 days. To prevent
wave reflection from the model top, a sponge layer above
0.5 hPa is applied in a form of a linear damping at a rate
!−1 = "max{0, [(0.5 − p)∕0.5]2}, where p is pressure and
" =4day−1. The damping is not applied on the mean flow.

Results at T170L80 resolution are mostly discussed.
This resolution is equivalent to horizontal grid spacing of
0.7◦ and the vertical grid spacing of approximately 800 m.
The convergence of results to both the horizontal and
vertical resolutions will be investigated in section 3.1, by
performing simulations also at T85 and T341 horizon-
tal resolution (or 1.4◦ and 0.35◦, respectively) and L40
and L160 vertical resolution (or 1,600 and 400 m, respec-
tively). Enstrophy at small scales is removed by applying
a scale-selective hyperdiffusion ∇8, with a hyperdiffu-
sion coefficient chosen such that the highest resolved
wavenumber is dissipated at a time-scale of 1.5 hr at all
horizontal resolutions.

2.2 Gravity wave diagnostics

The gravity waves found in our simulations are
low-frequency IGWs. The dispersion relation for hydro-
static IGWs under the approximation m ≫ kh is (e.g.,
Holton, 1992; Fritts and Alexander, 2003):

%̂2 = N2 k2
h

m2 + f 2, (4)

where %̂ = % − k ⋅ u is the intrinsic frequency, u is the hor-
izontal background wind, k is the horizontal wavenum-
ber vector (k, l), and m is the vertical wavenumber; kh =√

k2 + l2; f = 2Ω sin& is the Coriolis parameter; and, N
is the Brunt–Väisälä frequency. The ground-based group
velocity cg of an IGW packet is:

cg = u + N2

%̂ m2

(
k, l,−

k2
h

m

)
. (5)

The convention is that for westward (k < 0) and
upward (m < 0) group velocity, the intrinsic phase propa-
gation is westward and downward.

In what follows, gravity wave packets are diagnosed
from the divergence field, filtered by removing plane-
tary and synoptic scales, necessary since the balanced
flow itself contains a substantial divergent component. To
achieve this, it was found to be sufficient to simply remove
all zonal wavenumbers 1–8 (i.e., horizontal scales larger
than approximately 3,500 km at midlatitudes). It should
be noted that more reliable balance–imbalance decom-
position methods exist (e.g., Viúdez and Dritschel, 2006;
Kafiabad and Bartello, 2016; Eden et al., 2019), but are

unnecessary for the relatively simple flows considered in
this study.

The vertical flux of horizontal momentum of a gravity
wave is calculated as follows:

(Fpx,Fpy) = ' (u′w′, v′w′), (6)

where ' is the background density, and u, v,w are the
zonal, meridional and vertical wind, respectively. The
overbar denotes a time and zonal mean, and primes are
obtained by removing all zonal wavenumbers 1–8. The
total vertical flux of horizontal momentum due to gravity
waves is then:

Fph =
√

F2
px + F2

py. (7)

3 RESULTS

Spontaneous IGW emission from the deforming idealized
polar vortex is now discussed beginning with the initial
condition (1). At t = 0, the topographic wave forcing begins
to increase, generating zonal wavenumber-2 Rossby waves
with broad meridional scale. These propagate upward and
equatorward on the curvature of the background flow 1,
and encounter an absorbing critical layer region near 30◦N
(i.e., in the region of diminishing westerlies), deforming
the flow streamlines into the typical “cat's-eye” pattern.
The location of the critical layer region here is consis-
tent with that in the real stratosphere (e.g., Hitchman and
Huesmann, 2009).

Figure 2 shows latitude–longitude cross-sections of
streamlines with filtered divergence field (shading) at dif-
ferent altitudes and times in the evolution. As the flow
deformations increase, two monochromatic gravity wave
packets are emitted at 30◦N, at t = 26 days (at which time
the amplitude of the topographic forcing at 60◦N has
reached 260 m). The emission begins most strongly at
z = 20 km, approximately one scale height up from the bot-
tom boundary. Since the only explicit wave source in the
system is the zonal wavenumber-2 topography, and since
there is no obvious shear instability of the balanced flow,
the gravity waves appear to be spontaneously emitted from
the balanced flow in the anticyclone, in the jet exit region.
The stronger emission in the anticyclones compared to
the cyclones is consistent with previous analytical studies
(Vanneste and Yavneh, 2004; Olafsdóttir et al., 2008).

The IGW packets in Figure 2 in the jet exit region
resemble those present in the jet exit region in tropospheric

1Refractive index (Matsuno, 1970) can be used to assess the meridional
and vertical location of Rossby wave propagation, although the
assumptions of scale separation and small-amplitude disturbances are
often not appropriate in the winter stratosphere (e.g., Scott, 2019).
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F IGURE 1 Latitude-longitude distributions of vertical flux of zonal momentum due to gravity waves (i.e., waves with
horizontal wavelengths smaller than 1900 km; shading, [mPa]) at 50 hPa, averaged over day 5 to 15 from the start of the
simulation from simulations for November 2018with explicit representation of deep convection at (a) TCo7999 (or
1.25 km); (b) TCo2559 (or 3.9 km); and (c) TCo1279 (or 7.8 km) horizontal resolution; and from the simulation for
November 2018with (d) parametrized representation of deep convection at TCo1279 horizontal resolution. The
simulation for August 2019 at TCo7999 horizontal resolution with explicit representation of deep convection is shown
in (e). Gray contours show zonal wind (negative dashed, [m/s]), with 8m/s contour interval. Convective gravity wave
momentum flux is larger in the tropical stratosphere with explicit representation of deep convection thanwith the
parametrized deep convection at a given horizontal resolution. Convective gravity wavemomentum flux is of the same
magnitude at TCo7999, TCo2559 and TCo1279 horizontal resolutions with explicit representation of deep convection.
Note the non-linear contour interval.
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F IGURE 1 Latitude-longitude distributions of vertical flux of zonal momentum due to gravity waves (shading,
[mPa]) at 50 hPa, averaged over day 5 to 15 from the start of the simulation from simulations for November 2018with
explicit representation of deep convection at (a) TCo7999 (or 1.25 km); (b) TCo2559 (or 3.9 km); and (c) TCo1279 (or
7.8 km) horizontal resolution; and from the simulation for November 2018with (d) parametrized representation of
deep convection at TCo1279 horizontal resolution. The simulation for August 2019 at TCo7999 horizontal resolution
with explicit representation of deep convection is shown in (e). Black contours show zonal wind (negative dashed, [m/s]),
with 8m/s contour interval. Convective gravity wavemomentum flux is larger in the tropical stratosphere with explicit
representation of deep convection thanwith the parametrized deep convection at a given horizontal resolution.
Convective gravity wavemomentum flux is of the samemagnitude at TCo7999, TCo2559 and TCo1279 horizontal
resolutions with explicit representation of deep convection. Note the non-linear contour interval.

Observation 2: With explicit representation of DC, convective GW activity is almost 
unchanged from O(10 km) to O(1 km) horizontal resolution. 
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rate. The model is integrated for 40 days. To prevent
wave reflection from the model top, a sponge layer above
0.5 hPa is applied in a form of a linear damping at a rate
!−1 = "max{0, [(0.5 − p)∕0.5]2}, where p is pressure and
" =4day−1. The damping is not applied on the mean flow.

Results at T170L80 resolution are mostly discussed.
This resolution is equivalent to horizontal grid spacing of
0.7◦ and the vertical grid spacing of approximately 800 m.
The convergence of results to both the horizontal and
vertical resolutions will be investigated in section 3.1, by
performing simulations also at T85 and T341 horizon-
tal resolution (or 1.4◦ and 0.35◦, respectively) and L40
and L160 vertical resolution (or 1,600 and 400 m, respec-
tively). Enstrophy at small scales is removed by applying
a scale-selective hyperdiffusion ∇8, with a hyperdiffu-
sion coefficient chosen such that the highest resolved
wavenumber is dissipated at a time-scale of 1.5 hr at all
horizontal resolutions.

2.2 Gravity wave diagnostics

The gravity waves found in our simulations are
low-frequency IGWs. The dispersion relation for hydro-
static IGWs under the approximation m ≫ kh is (e.g.,
Holton, 1992; Fritts and Alexander, 2003):

%̂2 = N2 k2
h

m2 + f 2, (4)

where %̂ = % − k ⋅ u is the intrinsic frequency, u is the hor-
izontal background wind, k is the horizontal wavenum-
ber vector (k, l), and m is the vertical wavenumber; kh =√

k2 + l2; f = 2Ω sin& is the Coriolis parameter; and, N
is the Brunt–Väisälä frequency. The ground-based group
velocity cg of an IGW packet is:

cg = u + N2

%̂ m2

(
k, l,−

k2
h

m

)
. (5)

The convention is that for westward (k < 0) and
upward (m < 0) group velocity, the intrinsic phase propa-
gation is westward and downward.

In what follows, gravity wave packets are diagnosed
from the divergence field, filtered by removing plane-
tary and synoptic scales, necessary since the balanced
flow itself contains a substantial divergent component. To
achieve this, it was found to be sufficient to simply remove
all zonal wavenumbers 1–8 (i.e., horizontal scales larger
than approximately 3,500 km at midlatitudes). It should
be noted that more reliable balance–imbalance decom-
position methods exist (e.g., Viúdez and Dritschel, 2006;
Kafiabad and Bartello, 2016; Eden et al., 2019), but are

unnecessary for the relatively simple flows considered in
this study.

The vertical flux of horizontal momentum of a gravity
wave is calculated as follows:

(Fpx,Fpy) = ' (u′w′, v′w′), (6)

where ' is the background density, and u, v,w are the
zonal, meridional and vertical wind, respectively. The
overbar denotes a time and zonal mean, and primes are
obtained by removing all zonal wavenumbers 1–8. The
total vertical flux of horizontal momentum due to gravity
waves is then:

Fph =
√

F2
px + F2

py. (7)

3 RESULTS

Spontaneous IGW emission from the deforming idealized
polar vortex is now discussed beginning with the initial
condition (1). At t = 0, the topographic wave forcing begins
to increase, generating zonal wavenumber-2 Rossby waves
with broad meridional scale. These propagate upward and
equatorward on the curvature of the background flow 1,
and encounter an absorbing critical layer region near 30◦N
(i.e., in the region of diminishing westerlies), deforming
the flow streamlines into the typical “cat's-eye” pattern.
The location of the critical layer region here is consis-
tent with that in the real stratosphere (e.g., Hitchman and
Huesmann, 2009).

Figure 2 shows latitude–longitude cross-sections of
streamlines with filtered divergence field (shading) at dif-
ferent altitudes and times in the evolution. As the flow
deformations increase, two monochromatic gravity wave
packets are emitted at 30◦N, at t = 26 days (at which time
the amplitude of the topographic forcing at 60◦N has
reached 260 m). The emission begins most strongly at
z = 20 km, approximately one scale height up from the bot-
tom boundary. Since the only explicit wave source in the
system is the zonal wavenumber-2 topography, and since
there is no obvious shear instability of the balanced flow,
the gravity waves appear to be spontaneously emitted from
the balanced flow in the anticyclone, in the jet exit region.
The stronger emission in the anticyclones compared to
the cyclones is consistent with previous analytical studies
(Vanneste and Yavneh, 2004; Olafsdóttir et al., 2008).

The IGW packets in Figure 2 in the jet exit region
resemble those present in the jet exit region in tropospheric

1Refractive index (Matsuno, 1970) can be used to assess the meridional
and vertical location of Rossby wave propagation, although the
assumptions of scale separation and small-amplitude disturbances are
often not appropriate in the winter stratosphere (e.g., Scott, 2019).
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F IGURE 1 Latitude-longitude distributions of vertical flux of zonal momentum due to gravity waves (i.e., waves with
horizontal wavelengths smaller than 1900 km; shading, [mPa]) at 50 hPa, averaged over day 5 to 15 from the start of the
simulation from simulations for November 2018with explicit representation of deep convection at (a) TCo7999 (or
1.25 km); (b) TCo2559 (or 3.9 km); and (c) TCo1279 (or 7.8 km) horizontal resolution; and from the simulation for
November 2018with (d) parametrized representation of deep convection at TCo1279 horizontal resolution. The
simulation for August 2019 at TCo7999 horizontal resolution with explicit representation of deep convection is shown
in (e). Gray contours show zonal wind (negative dashed, [m/s]), with 8m/s contour interval. Convective gravity wave
momentum flux is larger in the tropical stratosphere with explicit representation of deep convection thanwith the
parametrized deep convection at a given horizontal resolution. Convective gravity wavemomentum flux is of the same
magnitude at TCo7999, TCo2559 and TCo1279 horizontal resolutions with explicit representation of deep convection.
Note the non-linear contour interval.



Comparison of resolved GWF with large-scale wave forcing

• Resolved equatorial GWF is stronger w/o 
parametrized DC AND almost 
independent of the horizontal resolution à
implications for the QBO.

• Resolved GWF is 2-3x> the larger-scale 
wave forcing from Rossby, Kelvin and 
Rossby-gravity waves.

• Also true for the easterly shear phase of 
the QBO in Aug 2019 (see paper). 

Average over 5-15 Nov 2018
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F IGURE 5 Horizontal scale decomposition of vertical profiles of zonal-mean zonal gravity wave forcing in the
tropical stratosphere (averaged between 10N to 10S) for the four simulations averaged over day 5 to 15 from the start
of the simulation. (a) Total gravity wave forcing (for all total wavenumbers n > 20 up to the truncation scale) in solid
lines. The dotted lines show the large-scale wave drag (EP-flux divergence). (b) Gravity wave forcing from the long- and
meso-scale waves for total wavenumbers 20 < n  399 (or horizontal wavelengths 100 km  �h < 1900 km). (c) Gravity
wave forcing from the small-scale waves for total wavenumbers n > 399 (or horizontal wavelengths 100 km < �h  5 km
for the TCo7999 simulation; 100 km < �h < 15 km for the TCo2559 simulation; and 100 km  �h  30 km for the
TCo1279 simulations).
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to easterlies aloft. In the upper stratosphere (Fig. 5b,d) the westerlies are located further North (South) in Nov (Aug). As

a result, only mountain waves generated in the high extra-tropics are able to propagate into the upper stratosphere

and decelerate the flow there, where they encounter critical layers or saturate. Note that, while themagnitude of the

westerly GWF over orographic regions is much larger than that over the non-orographic regions in the extra-tropical

stratosphere, there are large areas of westerly GWF downstream of the largemountains and in the storm track regions.

Since these non-orographic regions occupy a large geographical extent, especially in the SH, they significantly contribute

to the zonal-mean GWF in Figs. 2-3, and, thus to the zonal-mean circulation. Locally, however, the GWF over steep

orography is more than 20 times larger than over the non-orographic regions, and, therefore orographic GWs have a

larger impact on the local momentum budget than the non-orographic ones.

Figures 6-7a-d show the difference in the geographical distribution of smaller-scale GWF between 9 km and

1 km resolutions for Nov and Aug, respectively. Both, the lower (p=80 hPa, left) and the upper (p=10 hPa, right)

stratosphere is shown. In the figures, the increase in GWFwith an increase in the horizontal resolution occurs over both

orographic and non-orographic regions, implying that parametrizations of both orographic and non-orographic GWF

are important at O(10 km) horizontal resolution. The geographical distribution of parametrizedOGWF andNOGWF

for the 9 km simulations is therefore shown in Figs.6-7e-h. Fig. 6 shows that in Nov, during the Antarctic final warming,

the parametrized NOGWF in the upper stratosphere is much stronger than the resolved small-scale GWF at 1 km over

the SH ocean (cf. Fig. 6b to h). This results in the total GWF in the Antarctic being 1.5 times larger at 9 km than at 1 km.

On the other hand, the parametrized OGWF is much weaker than the resolved small-scale GWF at 1 km (cf. Figs. 6-7a-b

to Figs. 6-7e-f). This further suggests that a redistribution of the parametrized GWF is required in the IFS.

To summarize the above findings and to quantify howmuch the orographic vs. non-orographic regions contribute

to the zonal-mean GWF, Fig. 4 shows area averaged GWF separated into orographic and non-orographic contributions.

This is done following van Niekerk and Vosper (2021) by attributing resolved GWF over land points to orographic

regions (setting GWF to zero elsewhere) and over sea points to non-orographic regions. We acknowledge that the GWF

over, e.g. non-orographic regions can be due to orographically generatedGWs propagating laterally and over orographic

regions due to non-orographically generated GWs by e.g., convection or jets and fronts. Tominimize the possibility of

convectively generated GWs over the AsianMonsoon and the Gulf ofMexico being counted as orographic, only areas

poleward of 20N/S are considered. It is clear from Fig. 4 that the orographic regions in the NH stratosphere dominate

the total resolved GWF, contributing over 70%. In the SH extra-tropics, despite there being significantly less land than

in theNH, the non-orographic regions contribute a comparable or larger role to the total GWF. This implies that the

parametrization of OGWF andNOGWF require equal attention for the SH zonal-mean circulation. These findings also

apply to the zonal GWmomentum flux in the lower stratosphere (see Fig. S5 in the supplementary information).

5 | MOMENTUM BUDGET DURING ANTARCTIC FINAL WARMING

Antarctic final warming has been previously identified as an event whenGWFmakes a significant contribution to the

zonal-mean zonal momentum budget (Gupta et al., 2021). Moreover, a composite centered on the SH polar vortex

breakdown event of polar-cap averaged zonal-wind analysis increments in ERA5 suggests that the IFS experiences a

too-weak polar vortex bias at 10 hPa at this time of year — as shown in Figure 8— indicative of a too strong GWF. Given

this, we now examine the transformed Eulerian-mean (TEM) zonal momentum budget (Andrews et al., 1987) leading up

to the Antarctic final warming in Nov 2018:

ut = v ⇤[f � (a cos�)�1(u cos�)� ] �w ⇤uz + (⇢a cos�)�1+ · F +GWF + X , (2)

d Wave Dissipation and Gravity Wave Drag
1 MOMENTUM FLUX / E-P FLUX DIVERGENCE
Steady 2D gravity waves conserve their vertical flux of hori-
zontal wave momentum flux density in the absence of dissi-
pation. For gravity waves propagating east-west, this is given
by ρ�u��́w��ʹ where uʹ and wʹ are, respectively, the zonal and ver-
tical velocity perturbations of the wave. Eliassen and Palm
(1961) first derived this for orographic gravity waves, a result
that has since been expanded into a generalized Eliassen-
Palm (E-P) theorem for atmospheric waves of various types
(e.g., Andrews et al., 1987). In general an E-P-flux vector
governs wave activity, with ρ�u��́w��ʹ being associated with its
vertical component, the most relevant component for gravity
waves. Drag on the mean flow caused by wave dissipation is
referred to as GWD and is given by the divergence of the
wave’s E-P flux. For irrotational gravity waves, this is given 

by                       , which is zero prior to saturation since ρ�u��́w��ʹ

is constant. Parametrizations compute GWD by evaluating
the vertical gradients of momentum flux that are produced by
saturated waves: “saturation” is discussed further in the fol-
lowing sub-subsection.

Thus gravity wave momentum flux must be specified accu-
rately at its source. For mountain waves, this is achieved (as
discussed in Section a of this Appendix) by calculating the
surface pressure drag across the subgrid-scale mountains and
apportioning it to a total vertical flux of horizontal momen-
tum of radiated waves. The momentum flux generally takes
the form κρ0N0|�U0|hʹ2, where the subscript “0” denotes the
surface or near-surface level, κ is a dimensionless coefficient
that varies with definitions, topographic shape and so on (e.g.,
Baines, 1995) and hʹ is an elevation proportional to the stan-
dard deviation of subgrid-scale orographic height. A variety
of similar-looking expressions, which vary in details (e.g., the
treatment of low-level blocking and wave-breaking) have
been derived in parametrizations for various large-scale mod-
els: Kim and Arakawa (1995) show a table summarizing most
of the earlier schemes. 

2 SATURATION
While various atmospheric processes can damp waves,
parametrizations focus mostly on dissipation due to wave-
induced instabilities that develop when wave amplitudes
become sufficiently large. This is a complex non-linear
process that is not fully understood (see, the review by Fritts
and Werne, 2000), but is characterized macroscopically by
limiting “saturation” amplitudes for the waves, beyond which
instabilities develop and gravity-wave dissipation and drag
occur (Fritts, 1984, 1989; Fritts and Alexander, 2003). 

GWD parametrizations utilize these ideas: many schemes
classify waves into a “saturated” regime, where dissipation
processes limit the wave amplitudes and produce drag, and an
“unsaturated” regime within which waves do not dissipate.
The wide variety of parametrizations that have emerged also
reflect many of the current uncertainties in gravity wave sat-

uration theories, which continue to be debated. In single-wave
parametrizations, saturation is usually associated with “wave
breaking” (e.g., Lindzen, 1981; Palmer et al., 1986;
McFarlane, 1987), a process somewhat analogous to surface
ocean waves breaking on a shore. Rather than breaking down
totally, however, it is assumed that waves “saturate” by dissi-
pating only enough wave energy into turbulent layers to
return the wave to marginal stability (Fritts, 1984, 1989;
Dunkerton, 1989; Palmer et al., 1986; McFarlane, 1987). 

For spectral parametrizations, saturation is also a key con-
cept. However, its connotation varies due to a wide variety of
proposed physical mechanisms underlying dissipation of and
interactions among a spectrum of waves (see Section 4c).
These differences lead to quite different algorithms for
parametrizing GWD. For example, in some schemes the onset
of wave-induced instabilities marks total dissipation and
removal of certain waves (e.g., Hines, 1997a; Alexander and
Dunkerton, 1999). In others, waves dissipate their amplitudes
much more gradually with altitude (Weinstock, 1990;
Medvedev and Klaassen, 2000; Warner and McIntyre, 2001).

3 RELATIONSHIP TO INTRINSIC PHASE SPEED
Quantitatively, the wave’s intrinsic phase speed ĉ (given in
2D by ĉ = c –�U(z); see Section c of this Appendix) is an
important quantity in specifying saturation amplitudes and
GWD in parametrizations. “Convective” saturation sets in
when waves attain an amplitude that causes potential temper-
ature surfaces to “overturn”: ∂/∂z(�θ + θʹ) < 0, where�θ is the
mean potential temperature and θʹ is the gravity-wave poten-
tial temperature perturbation. For a 2D hydrostatic irrotation-
al gravity wave, this occurs when the peak horizontal velocity
amplitude of the wave, uṔEAK, exceeds |ĉ|, and so the satura-
tion amplitude equals the intrinsic phase speed: (uṔEAK)SAT =
|ĉ| (Fritts, 1984). In more complex saturation schemes, wave
saturation amplitudes are often directly proportional to |ĉ| also
(e.g., Medvedev and Klaassen, 2000). Thus, saturation
becomes more likely in regions where |ĉ| is small, since waves
saturate at smaller wave amplitudes and so become unstable
more easily. The strength of the ensuing GWD is also sensi-
tively dependent on ĉ: for example, in some schemes the
GWD is proportional to |ĉ|3 (Lindzen, 1981; Medvedev and
Klaassen, 1995; McLandress, 1998; Alexander and
Dunkerton, 1999). For single-wave saturation, this arises
because (uṔEAK)SAT = |ĉ| implies (wṔEAK)SAT = ± k |ĉ|2/N from
basic polarization relations for gravity waves (see, Eq. (36) of
Fritts and Alexander, 2003), and thus�(�u��́w�ʹ )SAT ∝ |ĉ3|
(Lindzen, 1981).

The sign of ĉ is also important. In essence, wave saturation
tends to “drag” the wind towards the ground-based phase
speed c of the dissipating wave (Lindzen, 1981), so that if ĉ <
0 [c <�U(z)] the GWD is negative (westward) whereas if ĉ >
0 [c >�U(z)] the GWD is directed eastward. This explains the
origin of the term “gravity wave drag”: the first GWD param-
etrizations were for stationary orographic waves (c = 0), dis-
sipation of which always drags the flow towards this zero
phase speed and thus always decelerates winds.

90 / Young-Joon Kim et al.

1
ρ

ρ
∂
∂

ʹ ʹ( )z
u w



Scale decomposition of resolved GWF

• As the horizontal resolution 
increases, forcing from 𝜆ℎ<100 km 
GWs increases. 

• When DC is explicitly resolved 
@9km and 4 km, resolved 100 
<𝜆ℎ<2000 km  GWF is too strong.

• Need to parametrized DC @9km 
and 4km together with the 
parametrization of non-orographic 
GWF to represent missing forcing 
from 𝜆ℎ<100 km GWs.
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F IGURE 5 Horizontal scale decomposition of vertical profiles of zonal-mean zonal gravity wave forcing in the
tropical stratosphere (averaged between 10N to 10S) for the four simulations averaged over day 5 to 15 from the start
of the simulation. (a) Total gravity wave forcing (for all total wavenumbers n > 20 up to the truncation scale) in solid
lines. The dotted lines show the large-scale wave drag (EP-flux divergence). (b) Gravity wave forcing from the long- and
meso-scale waves for total wavenumbers 20 < n  399 (or horizontal wavelengths 100 km  �h < 1900 km). (c) Gravity
wave forcing from the small-scale waves for total wavenumbers n > 399 (or horizontal wavelengths 100 km < �h  5 km
for the TCo7999 simulation; 100 km < �h < 15 km for the TCo2559 simulation; and 100 km  �h  30 km for the
TCo1279 simulations).

Average over 
5-15 Nov 2018

𝜆ℎ<100 km

9km w DC
9km
4km
1km

100<𝜆ℎ<2000 km10<𝜆ℎ<2000 km



Why explicit DC and lower resolution amplify GWs with 𝝀𝒉>100 km?

Global total precipitation power spectrum

26 POLICHTCHOUK,WEDI & KIM

F IGURE 7 Total horizontal wavenumber power spectrum of total precipitation for the four simulations. The black
solid vertical line denotes the T21 (or �h =1900 km) horizontal scale separating the large scale waves (to the left) and
smaller scale gravity waves (to the right). Averages from 12-hourly snapshots over day 5 to 15 from the start of
simulation are shown. Note that only total wavenumbers up to 400 (or �h = 100 km) are shown.

F IGURE 8 (a) In-cloud vertical velocity statistics in the tropical troposphere (25N-25S). Solid, dashed, and dotted
lines denote themean, the 10th percentile and the 90th percentile, respectively. (b) Average number of in-cloud
grid-points in % of the total number of grid points between 25N-25S. The statistics in (a) and (b) are calculated at each 3
hourly snapshot and then averaged over day 5 to 15 from the start of the simulation. Note that the vertical velocity
statistics are from truncated fields for wavelengths larger than 100 km.

9km w DC

9km

4km

1km

Precipitation a proxy for latent heating, exciting 
GWs in convective updrafts.

Well-resolved OR 
parametrized DC.

Unresolved explicit DC. Too strong, 
triggered only near large-scale low-
level convergence, entrainment not 
resolved. Top-heavy.

• DC param. inhibits latent heating at all scales. 
• Unresolved explicit DC excites GWs that are too large.



Conclusions: Convectively generated GWs in the tropics

• While parametrization of DC inhibits resolved convective GW generation, 
it can not be switched off @9km & 4km grid-spacings as GWF from 
100<𝜆ℎ<2000 km waves is too strong.

• While total convective GWF is the same at O(10 km) and O(1 km) when 
DC is explicitly resolved, there is no convergence to resolution of GWs 
with 100<𝜆ℎ<2000 km.

• Need to continue using non-orographic GWF parametrization to account 
for missing forcing from small-scale GWs @9km and 4km. 
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Part II: Resolved GWs in the extra-tropical stratosphere

Q1: How does horizontal resolution impact resolved GWs?

Q2: Is the total (resolved + param.) GWF at O(10 km) resolution equal to 
resolved GWF at O(1 km) resolution?

Polichtchouk, van Niekerk & Wedi (JAS, in revision)



Does resolved GWF increase as the horizontal resolution increases? 

Long and meso-scale GWs 
100 <𝝀𝒉<2000 km

Smaller scale GWs 
𝝀𝒉<100 km

1 km 4 km 9 km

[m/s/day]

Resolved GWF, 1-15 Nov 
2018
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F IGURE 2 Latitude-pressure distributions of zonal gravity wave forcing (GWF, shading, [m/s/day]) in the
stratosphere (shown for 0.5 < p < 300 hPa), averaged over the first 15 days for the simulations in Nov 2018. (a-c)
Resolved GWF due to long- andmeso-scale waves with horizontal wavelengths 100 km  �h < 1900 km (or total
wavenumbers 20 < n < 400) at (a) 1 km (or TCo7999); (b) 4 km (or TCo2559); and (c) 9 km (or TCo1279) horizontal
resolutions. (d-f) Same as (a-c) but for the resolved GWF due to small-scale waves with horizontal wavelengths
�h < 100 km (or total wavenumbers n > 399). (g) Total GWF due to all resolvedwaves with horizontal wavelengths
�h < 1900 km at 1 km horizontal resolution. (h-i) Total GWF due to all resolved and parametrized orographic and
non-orographic gravity waves at (h) 4 km and (i) 9 km horizontal resolutions. Black contours show zonal wind (negative
dashed, [m/s]), with 10m/s contour interval. Note the non-linear contour interval for GWF.

Latitude
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to easterlies aloft. In the upper stratosphere (Fig. 5b,d) the westerlies are located further North (South) in Nov (Aug). As

a result, only mountain waves generated in the high extra-tropics are able to propagate into the upper stratosphere

and decelerate the flow there, where they encounter critical layers or saturate. Note that, while themagnitude of the

westerly GWF over orographic regions is much larger than that over the non-orographic regions in the extra-tropical

stratosphere, there are large areas of westerly GWF downstream of the largemountains and in the storm track regions.

Since these non-orographic regions occupy a large geographical extent, especially in the SH, they significantly contribute

to the zonal-mean GWF in Figs. 2-3, and, thus to the zonal-mean circulation. Locally, however, the GWF over steep

orography is more than 20 times larger than over the non-orographic regions, and, therefore orographic GWs have a

larger impact on the local momentum budget than the non-orographic ones.

Figures 6-7a-d show the difference in the geographical distribution of smaller-scale GWF between 9 km and

1 km resolutions for Nov and Aug, respectively. Both, the lower (p=80 hPa, left) and the upper (p=10 hPa, right)

stratosphere is shown. In the figures, the increase in GWFwith an increase in the horizontal resolution occurs over both

orographic and non-orographic regions, implying that parametrizations of both orographic and non-orographic GWF

are important at O(10 km) horizontal resolution. The geographical distribution of parametrizedOGWF andNOGWF

for the 9 km simulations is therefore shown in Figs.6-7e-h. Fig. 6 shows that in Nov, during the Antarctic final warming,

the parametrized NOGWF in the upper stratosphere is much stronger than the resolved small-scale GWF at 1 km over

the SH ocean (cf. Fig. 6b to h). This results in the total GWF in the Antarctic being 1.5 times larger at 9 km than at 1 km.

On the other hand, the parametrized OGWF is much weaker than the resolved small-scale GWF at 1 km (cf. Figs. 6-7a-b

to Figs. 6-7e-f). This further suggests that a redistribution of the parametrized GWF is required in the IFS.

To summarize the above findings and to quantify howmuch the orographic vs. non-orographic regions contribute

to the zonal-mean GWF, Fig. 4 shows area averaged GWF separated into orographic and non-orographic contributions.

This is done following van Niekerk and Vosper (2021) by attributing resolved GWF over land points to orographic

regions (setting GWF to zero elsewhere) and over sea points to non-orographic regions. We acknowledge that the GWF

over, e.g. non-orographic regions can be due to orographically generatedGWs propagating laterally and over orographic

regions due to non-orographically generated GWs by e.g., convection or jets and fronts. Tominimize the possibility of

convectively generated GWs over the AsianMonsoon and the Gulf ofMexico being counted as orographic, only areas

poleward of 20N/S are considered. It is clear from Fig. 4 that the orographic regions in the NH stratosphere dominate

the total resolved GWF, contributing over 70%. In the SH extra-tropics, despite there being significantly less land than

in theNH, the non-orographic regions contribute a comparable or larger role to the total GWF. This implies that the

parametrization of OGWF andNOGWF require equal attention for the SH zonal-mean circulation. These findings also

apply to the zonal GWmomentum flux in the lower stratosphere (see Fig. S5 in the supplementary information).

5 | MOMENTUM BUDGET DURING ANTARCTIC FINAL WARMING

Antarctic final warming has been previously identified as an event whenGWFmakes a significant contribution to the

zonal-mean zonal momentum budget (Gupta et al., 2021). Moreover, a composite centered on the SH polar vortex

breakdown event of polar-cap averaged zonal-wind analysis increments in ERA5 suggests that the IFS experiences a

too-weak polar vortex bias at 10 hPa at this time of year — as shown in Figure 8— indicative of a too strong GWF. Given

this, we now examine the transformed Eulerian-mean (TEM) zonal momentum budget (Andrews et al., 1987) leading up

to the Antarctic final warming in Nov 2018:

ut = v ⇤[f � (a cos�)�1(u cos�)� ] �w ⇤uz + (⇢a cos�)�1+ · F +GWF + X , (2)

d Wave Dissipation and Gravity Wave Drag
1 MOMENTUM FLUX / E-P FLUX DIVERGENCE
Steady 2D gravity waves conserve their vertical flux of hori-
zontal wave momentum flux density in the absence of dissi-
pation. For gravity waves propagating east-west, this is given
by ρ�u��́w��ʹ where uʹ and wʹ are, respectively, the zonal and ver-
tical velocity perturbations of the wave. Eliassen and Palm
(1961) first derived this for orographic gravity waves, a result
that has since been expanded into a generalized Eliassen-
Palm (E-P) theorem for atmospheric waves of various types
(e.g., Andrews et al., 1987). In general an E-P-flux vector
governs wave activity, with ρ�u��́w��ʹ being associated with its
vertical component, the most relevant component for gravity
waves. Drag on the mean flow caused by wave dissipation is
referred to as GWD and is given by the divergence of the
wave’s E-P flux. For irrotational gravity waves, this is given 

by                       , which is zero prior to saturation since ρ�u��́w��ʹ

is constant. Parametrizations compute GWD by evaluating
the vertical gradients of momentum flux that are produced by
saturated waves: “saturation” is discussed further in the fol-
lowing sub-subsection.

Thus gravity wave momentum flux must be specified accu-
rately at its source. For mountain waves, this is achieved (as
discussed in Section a of this Appendix) by calculating the
surface pressure drag across the subgrid-scale mountains and
apportioning it to a total vertical flux of horizontal momen-
tum of radiated waves. The momentum flux generally takes
the form κρ0N0|�U0|hʹ2, where the subscript “0” denotes the
surface or near-surface level, κ is a dimensionless coefficient
that varies with definitions, topographic shape and so on (e.g.,
Baines, 1995) and hʹ is an elevation proportional to the stan-
dard deviation of subgrid-scale orographic height. A variety
of similar-looking expressions, which vary in details (e.g., the
treatment of low-level blocking and wave-breaking) have
been derived in parametrizations for various large-scale mod-
els: Kim and Arakawa (1995) show a table summarizing most
of the earlier schemes. 

2 SATURATION
While various atmospheric processes can damp waves,
parametrizations focus mostly on dissipation due to wave-
induced instabilities that develop when wave amplitudes
become sufficiently large. This is a complex non-linear
process that is not fully understood (see, the review by Fritts
and Werne, 2000), but is characterized macroscopically by
limiting “saturation” amplitudes for the waves, beyond which
instabilities develop and gravity-wave dissipation and drag
occur (Fritts, 1984, 1989; Fritts and Alexander, 2003). 

GWD parametrizations utilize these ideas: many schemes
classify waves into a “saturated” regime, where dissipation
processes limit the wave amplitudes and produce drag, and an
“unsaturated” regime within which waves do not dissipate.
The wide variety of parametrizations that have emerged also
reflect many of the current uncertainties in gravity wave sat-

uration theories, which continue to be debated. In single-wave
parametrizations, saturation is usually associated with “wave
breaking” (e.g., Lindzen, 1981; Palmer et al., 1986;
McFarlane, 1987), a process somewhat analogous to surface
ocean waves breaking on a shore. Rather than breaking down
totally, however, it is assumed that waves “saturate” by dissi-
pating only enough wave energy into turbulent layers to
return the wave to marginal stability (Fritts, 1984, 1989;
Dunkerton, 1989; Palmer et al., 1986; McFarlane, 1987). 

For spectral parametrizations, saturation is also a key con-
cept. However, its connotation varies due to a wide variety of
proposed physical mechanisms underlying dissipation of and
interactions among a spectrum of waves (see Section 4c).
These differences lead to quite different algorithms for
parametrizing GWD. For example, in some schemes the onset
of wave-induced instabilities marks total dissipation and
removal of certain waves (e.g., Hines, 1997a; Alexander and
Dunkerton, 1999). In others, waves dissipate their amplitudes
much more gradually with altitude (Weinstock, 1990;
Medvedev and Klaassen, 2000; Warner and McIntyre, 2001).

3 RELATIONSHIP TO INTRINSIC PHASE SPEED
Quantitatively, the wave’s intrinsic phase speed ĉ (given in
2D by ĉ = c –�U(z); see Section c of this Appendix) is an
important quantity in specifying saturation amplitudes and
GWD in parametrizations. “Convective” saturation sets in
when waves attain an amplitude that causes potential temper-
ature surfaces to “overturn”: ∂/∂z(�θ + θʹ) < 0, where�θ is the
mean potential temperature and θʹ is the gravity-wave poten-
tial temperature perturbation. For a 2D hydrostatic irrotation-
al gravity wave, this occurs when the peak horizontal velocity
amplitude of the wave, uṔEAK, exceeds |ĉ|, and so the satura-
tion amplitude equals the intrinsic phase speed: (uṔEAK)SAT =
|ĉ| (Fritts, 1984). In more complex saturation schemes, wave
saturation amplitudes are often directly proportional to |ĉ| also
(e.g., Medvedev and Klaassen, 2000). Thus, saturation
becomes more likely in regions where |ĉ| is small, since waves
saturate at smaller wave amplitudes and so become unstable
more easily. The strength of the ensuing GWD is also sensi-
tively dependent on ĉ: for example, in some schemes the
GWD is proportional to |ĉ|3 (Lindzen, 1981; Medvedev and
Klaassen, 1995; McLandress, 1998; Alexander and
Dunkerton, 1999). For single-wave saturation, this arises
because (uṔEAK)SAT = |ĉ| implies (wṔEAK)SAT = ± k |ĉ|2/N from
basic polarization relations for gravity waves (see, Eq. (36) of
Fritts and Alexander, 2003), and thus�(�u��́w�ʹ )SAT ∝ |ĉ3|
(Lindzen, 1981).

The sign of ĉ is also important. In essence, wave saturation
tends to “drag” the wind towards the ground-based phase
speed c of the dissipating wave (Lindzen, 1981), so that if ĉ <
0 [c <�U(z)] the GWD is negative (westward) whereas if ĉ >
0 [c >�U(z)] the GWD is directed eastward. This explains the
origin of the term “gravity wave drag”: the first GWD param-
etrizations were for stationary orographic waves (c = 0), dis-
sipation of which always drags the flow towards this zero
phase speed and thus always decelerates winds.

90 / Young-Joon Kim et al.

1
ρ

ρ
∂
∂

ʹ ʹ( )z
u w



Does resolved GWF increase as the horizontal resolution increases? 

Extratropical GWF from long- and 
meso-scale waves converged with 
horizontal resolution. 

Increasing the horizontal resolution 
increases resolved GWF from 
smaller scale waves over:

• The Southern Hemisphere, during 
the spring-time polar vortex 
breakdown.

• Above the subtropical jets, in both 
hemisphere.

No clear impact of DC on extratropical 
GWs.

[m/s/day]

1 km 4 km 9 km
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F IGURE 2 Latitude-pressure distributions of zonal gravity wave forcing (GWF, shading, [m/s/day]) in the
stratosphere (shown for 0.5 < p < 300 hPa), averaged over the first 15 days for the simulations in Nov 2018. (a-c)
Resolved GWF due to long- andmeso-scale waves with horizontal wavelengths 100 km  �h < 1900 km (or total
wavenumbers 20 < n < 400) at (a) 1 km (or TCo7999); (b) 4 km (or TCo2559); and (c) 9 km (or TCo1279) horizontal
resolutions. (d-f) Same as (a-c) but for the resolved GWF due to small-scale waves with horizontal wavelengths
�h < 100 km (or total wavenumbers n > 399). (g) Total GWF due to all resolvedwaves with horizontal wavelengths
�h < 1900 km at 1 km horizontal resolution. (h-i) Total GWF due to all resolved and parametrized orographic and
non-orographic gravity waves at (h) 4 km and (i) 9 km horizontal resolutions. Black contours show zonal wind (negative
dashed, [m/s]), with 10m/s contour interval. Note the non-linear contour interval for GWF.

Latitude



Is total GWF at O(10 km) equal to resolved GWF at O(1km)?
• During the Antarctic final warming total GWF@9km 1.5x>> resolved GWF@1km, 

due to large parametrized non-orographic GWF. 

• Above subtropical jets total GWF@9 km 10%<resolved GWF@1km.

Param. orographic Param. Non-orographic Resolved Total

9 km

1 km

+ + =

[m/s/day]

ERA5, U an incr, 
60-90S@10hPa
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F IGURE 7 Same as Fig. 6, but for simulations in Aug 2019. Note that the contour interval for the zonal wind at
10 hPa is 16 [m/s].

F IGURE 8 (a) Southern Hemisphere polar-cap averaged (60S-90S) zonal wind at 10hPa (in [m/s]) for ERA5
reanalysis and short 18-hour forecasts started from ERA5 for years 1980-2021, composited on the final warming day
(defined as the day when the zonal-mean zonal wind at 60S and 10hPa reverses sign). (b) Cumulative analysis increment
(i.e., ERA5 reanalysis minus the 18-hour forecast) of the composited polar-cap averaged zonal wind at 10 hPa (in [m/s]).
Note that year 2002 is excluded from the analysis, due to this year experiencing the only major sudden stratospheric
warming. Note also that the forecast started from ERA5 systematically predicts weaker polar-cap averaged zonal wind.

Days before FW



Where does the increase in resolved small-scale GWF occurs?

1km @80hPa: GWs with 𝝀𝒉<100 km

9km @80hPa

1km @10hPa: GWs with 𝝀𝒉<100 km

9km @10hPa

[m/s/day]



Are the parameterizations putting the GWF in the right place?

Not enough parametrized orographic 
GWF. Too much non-orographic 
GWF.
à
partitioning of orographic vs. non-
orographic parametrizations needs 
revising?

[m/s/day]

1km @10hPa: GWs with 𝝀𝒉<100 km



Conclusions: Extra-tropical GWs

• Resolved GWF increases from O(10 km) to O(1 km) horizontal resolution due 
to GWs with 𝜆ℎ<100 km à Continue to use orographic and non-orographic 
GWF parametrizations even at 4km.

• Parameterizations in IFS need re-partitioning? More orographic GWF is 
needed above sub-tropical jets and less non-orographic forcing is needed in 
the polar night jets.

• In contrast to the tropics, long- and meso-scale GWF is converged to 
horizontal resolution.

Overall conclusion: Still need for parametrization development even in the 
grey-zone of 3-5km grid-spacing.



Vertical fluxes of zonal and meridional momentum at 1km
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rate. The model is integrated for 40 days. To prevent
wave reflection from the model top, a sponge layer above
0.5 hPa is applied in a form of a linear damping at a rate
!−1 = "max{0, [(0.5 − p)∕0.5]2}, where p is pressure and
" =4day−1. The damping is not applied on the mean flow.

Results at T170L80 resolution are mostly discussed.
This resolution is equivalent to horizontal grid spacing of
0.7◦ and the vertical grid spacing of approximately 800 m.
The convergence of results to both the horizontal and
vertical resolutions will be investigated in section 3.1, by
performing simulations also at T85 and T341 horizon-
tal resolution (or 1.4◦ and 0.35◦, respectively) and L40
and L160 vertical resolution (or 1,600 and 400 m, respec-
tively). Enstrophy at small scales is removed by applying
a scale-selective hyperdiffusion ∇8, with a hyperdiffu-
sion coefficient chosen such that the highest resolved
wavenumber is dissipated at a time-scale of 1.5 hr at all
horizontal resolutions.

2.2 Gravity wave diagnostics

The gravity waves found in our simulations are
low-frequency IGWs. The dispersion relation for hydro-
static IGWs under the approximation m ≫ kh is (e.g.,
Holton, 1992; Fritts and Alexander, 2003):

%̂2 = N2 k2
h

m2 + f 2, (4)

where %̂ = % − k ⋅ u is the intrinsic frequency, u is the hor-
izontal background wind, k is the horizontal wavenum-
ber vector (k, l), and m is the vertical wavenumber; kh =√

k2 + l2; f = 2Ω sin& is the Coriolis parameter; and, N
is the Brunt–Väisälä frequency. The ground-based group
velocity cg of an IGW packet is:

cg = u + N2

%̂ m2

(
k, l,−

k2
h

m

)
. (5)

The convention is that for westward (k < 0) and
upward (m < 0) group velocity, the intrinsic phase propa-
gation is westward and downward.

In what follows, gravity wave packets are diagnosed
from the divergence field, filtered by removing plane-
tary and synoptic scales, necessary since the balanced
flow itself contains a substantial divergent component. To
achieve this, it was found to be sufficient to simply remove
all zonal wavenumbers 1–8 (i.e., horizontal scales larger
than approximately 3,500 km at midlatitudes). It should
be noted that more reliable balance–imbalance decom-
position methods exist (e.g., Viúdez and Dritschel, 2006;
Kafiabad and Bartello, 2016; Eden et al., 2019), but are

unnecessary for the relatively simple flows considered in
this study.

The vertical flux of horizontal momentum of a gravity
wave is calculated as follows:

(Fpx,Fpy) = ' (u′w′, v′w′), (6)

where ' is the background density, and u, v,w are the
zonal, meridional and vertical wind, respectively. The
overbar denotes a time and zonal mean, and primes are
obtained by removing all zonal wavenumbers 1–8. The
total vertical flux of horizontal momentum due to gravity
waves is then:

Fph =
√

F2
px + F2

py. (7)

3 RESULTS

Spontaneous IGW emission from the deforming idealized
polar vortex is now discussed beginning with the initial
condition (1). At t = 0, the topographic wave forcing begins
to increase, generating zonal wavenumber-2 Rossby waves
with broad meridional scale. These propagate upward and
equatorward on the curvature of the background flow 1,
and encounter an absorbing critical layer region near 30◦N
(i.e., in the region of diminishing westerlies), deforming
the flow streamlines into the typical “cat's-eye” pattern.
The location of the critical layer region here is consis-
tent with that in the real stratosphere (e.g., Hitchman and
Huesmann, 2009).

Figure 2 shows latitude–longitude cross-sections of
streamlines with filtered divergence field (shading) at dif-
ferent altitudes and times in the evolution. As the flow
deformations increase, two monochromatic gravity wave
packets are emitted at 30◦N, at t = 26 days (at which time
the amplitude of the topographic forcing at 60◦N has
reached 260 m). The emission begins most strongly at
z = 20 km, approximately one scale height up from the bot-
tom boundary. Since the only explicit wave source in the
system is the zonal wavenumber-2 topography, and since
there is no obvious shear instability of the balanced flow,
the gravity waves appear to be spontaneously emitted from
the balanced flow in the anticyclone, in the jet exit region.
The stronger emission in the anticyclones compared to
the cyclones is consistent with previous analytical studies
(Vanneste and Yavneh, 2004; Olafsdóttir et al., 2008).

The IGW packets in Figure 2 in the jet exit region
resemble those present in the jet exit region in tropospheric

1Refractive index (Matsuno, 1970) can be used to assess the meridional
and vertical location of Rossby wave propagation, although the
assumptions of scale separation and small-amplitude disturbances are
often not appropriate in the winter stratosphere (e.g., Scott, 2019).
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