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Kaggle – AI report, 2023
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https://storage.googleapis.com/kaggle-media/reports/2023_Kaggle_AI_Report.pdf 

https://storage.googleapis.com/kaggle-media/reports/2023_Kaggle_AI_Report.pdf
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What is tabular data?
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Predictors/predictands

• Data that can be well presented in a table!

• Rows are examples to train on.

• Columns are different variables to be used in 
prediction or to be predicted.

• When is earth-system data tabular?

– When the temporal and spatial components of the 
problem are not important.

– e.g. correcting the weather forecast for your 
house.

• On tabular, the methods we will explore today 
are very strong.  
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Decision trees
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How do you pick the right decisions?

• Search over a set of possible splits in the data (e.g. dates in the previous slide).

– For each split, calculate an impurity/loss.

– Choose the split that minimises the loss value.

• For classification, calculate probability of being a class for the samples in the branch. 

– Gini impurity

– Log loss/entropy

• For regression:

– Mean-squared error

• of each value in the tree against the branch-average value.

– Mean absolute error

– Half Poisson deviance
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Decision tree

• No need to normalise data.

• Easy to interpret

• Can handle numerical and categorical data

• High variance

• Easy to overfit (needs regularization)

• Scales poorly with large data or decision spaces. 

• Not differentiable (can’t optimize jointly with something else)

• Produce piecewise constant approximations, so can’t 
extrapolate (can be strength or weakness).

• Can be biased if your (categorical) data are imbalanced
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Random forests
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Random forests
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• Decision trees are very sensitive to small variations in training data.

• How to fix this? Build many trees.

– On subsets of the inputs
and subsets of examples.

• When predicting:

– Average the solution of each
tree to get answer.



How to train your tree model?
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Building a Random Forest
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• We’re trading bias for variance (a common paradigm in machine learning!)

• n_estimators == number of trees

• Many of the same choices as a decision tree.

• How can we optimise these parameters?
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Hyperparameter optimization: randomized search with CV

sklearn.model_selection.RandomizedSearchCV

• Random search over a grid of hyperparameters.

• Cross-validation is used to create subsets of the training
data for training and evaluation.

• A separate test set should be generated first.

• GridSearchCV could be used to completely
explore the space.
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Gradient boosted trees
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Gradient boosted trees
• Sequentially add trees to an ensemble.

– Each correcting its predecessor.

– The next tree fits the residual of 
the prior one. 

• Random subsets of the training data are
drawn for training each tree to regularise.

• Need care not to overfit.

• Important to have validation and test datasets.

– Stop training when validation scores no longer
improve.
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From Geron 2019, chapter 7
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow
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Gradient boosted trees
An extremely powerful technique!
Just look at the Kaggle challenges J 

How to avoid overfitting:

- Early stopping (OOB performance)
- Tree regularization, e.g. max-depth, leaf 

count, …
- Adjust learning rate (control the 

contribution of each tree to the ensemble) – 
LR shrinkage

- Stochastic boosting: randomly subsample 
the fraction of training instances to be used 
when training each tree (again, we’re 
trading bias against variance)

Figure from chapter 7 of (Geron, 2019)

https://github.com/dmlc/xgboost/tree/master/demo
https://learning.oreilly.com/library/view/hands-on-machine-learning/9781492032632/ch07.html
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XGBoost

https://xgboost.readthedocs.io/en/stable/tutorials/model.html https://github.com/dmlc/xgboost 

https://xgboost.readthedocs.io/en/stable/tutorials/model.html
https://github.com/dmlc/xgboost
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https://arxiv.org/abs/2207.08815 

Best methods on tabular data: ensembles of decision trees (bagging or boosting)

Why?

Inductive biases of trees appear better suited to tabular data

- NNs biased to overly smooth solutions
- NNs less robust to uninformative features
- Tree models are not rotationally invariant (unlike MLPs), as they attend to each feature separately

https://arxiv.org/abs/2207.08815
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Summary

• Tree algos don’t (usually) make the headlines.

– But on tabular data they should always be tested, most often beat neural networks.

• Interfaces are easy to use.

– Scikit-learn has a standard interface for Regression/Decision tree/Random forest.

– XGBoost, CatBoost, LightGBM: GPU support

• Robust models can be built on small datasets.

• Decision trees/random forest/gradient-boosted trees are all very capable of overfitting.

– Vital to have good data hygiene.

– Truly independent training/validation/test sets.
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Extra slides



Gradient boosting: pseudocode
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The ”gradients” in gradient boosting
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https://arxiv.org/abs/2207.08815 

https://arxiv.org/abs/2207.08815


October 29, 2014 24EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

https://arxiv.org/abs/2207.08815 
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https://arxiv.org/abs/2207.08815 

https://arxiv.org/abs/2207.08815

