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Numerical methods for weather prediction
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What is machine learning?
 	◦ Derive rules or structure from data

 	› Given an image, which object is in the image.

 	› Given a text, correct the spelling/grammar in it.

 	› Given an English text, translate it to French.

 	› Given a description, generate a fitting image.

 	› ...

 	› Given an initial condition, generate a weather forecast.
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 	◦ Classical examples of machine learning technique:

 	› Interpolation rules (e.g. spline)

 	› Linear regression

 	› PCA / Karhune-Loeve transform / proper orthogonal  
decomposition

 	› ...

What is machine learning?
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What is machine learning?
 	◦ Many different techniques and approaches

 	› support vector machines, decision trees, ...

 	◦ The most prominent approach today are neural networks

 	› Historically inspired by psychology and neuroscience as 
simulations of (human brains)

 	› We will look at them from the (natural) vantage point of 
numerical methods

 	› Groundbreaking progress in the last 15-20 years
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 	◦ Neural network is a numerical nonlinear mapping:

 	◦

What is a neural network?
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consisting of layers as

What is a neural network?
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 	◦ Neural network is a numerical nonlinear mapping:

 	◦

consisting of layers as

each itself being a mapping

What is a neural network?
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What is a neural network?
 	◦ Linear layer:

 	◦

 	◦ Multi-layer perceptron

 where    is an element-wise nonlinearity, e.g. RELU, sigmoid  
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What is a neural network?
 	◦ Weakly nonlinear maps 

 	› Consisting of simple building blocks

 	› Building blocks are largely weight matrices

 	› Entries of weight matrices are learned / fitted to data

 	› Entirety of learnable weights is denoted as  
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What is a neural network?
 	◦ Training:

 	› Solution to nonlinear optimization to fit trainable parame-
ters to training data given a loss function

 	› Let                       be a set of training examples

 	◦ x = network input; y = desired network output

 	› Training solves in general:
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What is a neural network?
 	◦ Common loss functions:

 	› For regression, mean squared error (MSE):

 	› For classification, cross entropy loss:

known label is in-
terpreted a discrete 
Kronecker prob. dis-
tribution



ECMWF, 2024 21

What is a neural network?
 	◦ Nonlinear optimization problem is typically solved with sto-
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What is a neural network?
 	◦ Nonlinear optimization problem is typically solved with sto-
chastic gradient descent (or a variant of it such as ADAM)

 	› Gradient is approximated using a small number of exam-
ples, a so called batch

 	› Makes optimization computationally tractable but also  
improves robustness to local minima
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What is a neural network?
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 	◦ Prediction heads for classification problems

 	› Most intuitive approach for prediction a class label ci is 
to directly predict the label (perhaps thresholded)

 	› In practice, a probability over all possible classes is  
predicted

Advanced neural network architectures
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Generative machine learning
 	◦ Generate data from a (potentially conditional) probability 
distribution
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Generative machine learning
 	◦ Generate data from a (potentially conditional) probability 
distribution

 	› Discrete: probabilistic prediction

 	› Regression (continuous): e.g. diffusion models
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Advanced neural network architectures
 	◦ Transformer neural networks

 	› Input is set/sequence of vectors xi (e.g. from words)

 	› Self-attention computes similarity between latent repre-
sentation of vectors and updates based these on this
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Advanced neural network architectures
 	◦ Transformer neural networks

em
be

d
pos. 
enc.

at
te

nt
io

n

M
LP

at
te

nt
io

n

M
LP

pr
ed

ic
tio

n 
he

ad



ECMWF, 2024 32

 	◦ Convolutional neural networks

 	› Central building block are learnable convolutions

 	◦ Graph neural networks

 	› Similar to transformer but with graph to structure infor-
mation exchange between latent space representations

 	◦ U-Net

 	› Network has U-like shape with decreasing/increasing  
dimension to have multiple levels of abstraction

Advanced neural network architectures
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Advanced neural network architectures
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Summary
 	◦ Machine learning: derive rules or structure from data

 	◦ Neural networks

 	› Weakly nonlinear mappings between real vector spaces 
with matrix entries as trainable parameters

 	› Parameters are “fit“ using stochastic gradient descent

 	› Allows to effectively solve nonlinear optimization prob-
lems with billions of free parameters


