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The Climate DT integrates three coupled Earth

system models (IFS-NEMO, IFS-FESOM, ICON),
several impact-sector applications and
observations in unified end-to-end workflows

Workflows enable routine (yearly) and on-demand
production of multi-decadal simulations at km-
scales, allowing relevant “what-if” scenarios to be
explored in support of adaptation strategies
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* Full traceability of simulations and unified data
handling with common variables, grids, and formats,
harmonised access patterns and data governance;

 Real-time monitoring, quality control, and evaluation
of simulations;

* Flexibility to enable bespoke "what-if" simulations
for exploring policy-relevant scenarios and extreme
events;

 On-the-fly computation of climate-relevant
indicators (e.g., for energy, water, health) during
model execution.

Snapshots of future climate states in the Climate digital twin simulations,
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and ICON have been scaled up to 1km resolution across Earth-system components

IFS (atmosphere-only) and IFS-FESOM have been scaled up to full machine
execution on the EuroHPC supercomputers LUMI-C and MareNostrum 5
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atmosphere  ocean of nodes  (TB)  Observed good strong scalability across all tested resolutions and both systems
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Control simulation IFS-FESOM 9 5 17 years ~ MN5-GPP 284 157 I 100% 16
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