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In the shorter term, implement low-hanging-fruit efficiency gains in present system to:
Å Counterbalance cost of imminent science upgrades
Å Trial portability/efficiency of presentmethodologies to existinghardware options
Å Support planning (procurements w/ realistic budget requests, benchmarks, etc.)

In the longer term, test prepare and assess not-so-low-hanging fruit-efficiency gains in future systemto:
Å Counterbalance cost of more forward-looking science upgrade options
Å Trial portability/efficiency of future methodologies to future hardware options
Å Support planning (procurements w/ realistic budget requests, benchmarks, etc.)

The implications of fulfilling short-term and long-term needs are entirely different!

ECMWF Scalability 
Programme 1.0
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| 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 |

EuroHPC-1&2 pre-exascale

EuroHPC-3&4 exascale

FETHPC/ICT:

EINFRA/
INFRAEDI:

FETFLAG:

EuroHPCJU:

1. Weather and climate benchmarks, and IO (HPCW)
2. Demonstration of novel programming models (DSL)
3. Data aware numerical methods

1. Full-sized weather and climate models for EuroHPC
2. Community testing of novel programming models (DSL)
3. Data handling workflows, data analytics research

1. Full-sized applications with required speed/volume and power footprint
2. Ingestion of downstream applications, all ensembles
3. Domain-specific, distributed computing capability, interactive workflows

­ Feasibility of new concepts, computability

­ Adaptation of leading models to (pre-)exascale; strategy for achieving full-sized requirements

­Redesign entire prediction philosophy

Weather & climate computing and data roadmap in H2020

­New centralized European infrastructure
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Low(ish)-hanging fruit: Computing

Precision:
Å running IFS with single precision arithmeticscan save 40% of runtime, 

IFS-ST offers options like precision by wavenumber, only for LT, in semi-
implicit solver; 

Å storing ensemble model output at reduced precision can save 67% of 
data volume;

Day-10 forecast difference Day-10 ensemble spread
SP vs DP (T in K at 850 hPa) all DP (T in K at 850 hPa)

Concurrency:
Å allocating threads/task (/across tasks) to model 

components like radiation or waves can save 20% 
(gain increases with resolution);

Å implementation is cumbersome;

Overlapping communication & computing:
Å through programming models (Fortran co-array vs GPI2 

vs MPI), gave substantial gains on Titan w/Gemini,
Å on XC-30/40 w/ Aries there is no overall performance 

benefit over default MPI implementation;

[Dübenet al., Vanaet al., Mozdzynskiet al.]
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Low(ish)-hanging fruit: Diagnostics & Architectures

Performance tools:
Å Integrate easy-to-use performance tools with IFS, 

available to all
Å ARM Forge MAP, BSC Extrae& Paraver(see POP CoE)

[From Patrick Gillies ςŎƘŜŎƪ ŀƭǎƻ aŀǊƛƻ !ŎƻǎǘŀΩǎ ǘŀƭƪ ƻƴ ²ŜŘƴŜǎŘŀȅΗϐ

Porting code to other processor types:
Å OpenIFSand ESCAPE dwarfs ported to early access nodes -

collborationwith U Bristol using Isambard Cray platform with 
Cavium ThunderX2 CPUs

Å Long and short-wave MCICA solvers ported to GPU V100 with 
OpenACC(achieves 85% of peak memory bandwidth on V100) 
�t collaboration with NVIDIA by hackathon for ECMWF staff

Cloudscon Broadwell and ThunderX2


